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Current computer-aided diagnosis system with deep learning method plays an important role in the field
of medical imaging. However, it is difficult to construct large labeled datasets since the labeling of
medical images is time-consuming, labor-intensive, and medical expertise demanded. In addition,
centralized learning systems have shortcomings in privacy protection and model generalization. To meet
these challenges, we propose two federated active learning methods for multicenter collaborative
diagnosis of diseases: the Labeling Efficient Federated Active Learning (LEFAL) and the Training
Efficient Federated Active Learning (TEFAL). The proposed LEFAL adopts a hybrid sampling strategy
that simultaneously considers sample diversity and predicted loss, which can improve data utility. The
hybrid sampling strategy adopted by LEFAL builds on our previous research, in which we propose a
hybrid active learning framework HAL for efficient annotation in the medical field that combines active
learning with deep learning to reduce the cost of manual annotation and take full advantage of deep
neural networks. On the Hyper-Kvasir dataset, HAL achieved 95% of the performance of deep learning
methods trained on the entire dataset using only 10% of the labels. The quantitative and qualitative
analysis proves that HAL can greatly reduce the number of labels needed for training a deep neural
network, which is robust to address efficient labeling problems even with imbalanced data distribution.
Moreover, the proposed TEFAL uses discriminators to evaluate customer value to accelerate model
convergence. The effectiveness and efficiency of the LEFAL and TEFAL are verified on two medical
image datasets. On the Hyper-Kvasir dataset for gastrointestinal disease diagnosis, using only 65% of
labeled data, LEFAL achieved 95% performance on the segmentation task for the entire labeled data.
On the CC-CCII COVID-19 diagnostic dataset, with only 50 iterations, the accuracy and F1-score of
TEFAL on the classification task were 0.90 and 0.95, respectively. A large number of experimental
results show that the proposed federated active learning methods is superior to the most advanced
methods in the segmentation and classification tasks of multi-center collaborative disease diagnosis.
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